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ABSTRACT

This paper compares monthly stock price reactions across industries to macroeconomic news (residu-

als from VAR models) conditional on the state of the economy over the period 1987:01–1995:06.

Business conditions are defined relative to trend industrial production. The results suggest that stock

price responses to news are not constant, but vary depending on business conditions. For example,

industrial production, real money supply, and interest rate news may sometimes cause a positive re-

action to stock prices and at other times a negative reaction. When the economy is strong, higher

than expected industrial production and real money supply decreases stock prices while in weak con-

ditions the responses are positive. For interest rate news, the signs are reversed. Furthermore, the re-

sults show that when the estimations are made conditional on the state of the economy, stock prices

respond to a larger set of economic news. The results are in line with McQueen and Roley’s (1993)

study. Therefore, Finnish stock markets do not behave differently than their counterparts in the United

States despite the use of empirical expectation proxies and one-month event windows.
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1. INTRODUCTION

In seeking to understand movements in the absolute level of aggregate stock markets, there are

two dominant approaches in the financial literature. The first approach is based on an efficient

market view, which is a direct application of rational expectations to financial markets. The

efficient market hypothesis states that stock prices fully and instantaneously reflect all publicly

available information, which implies that stocks are expected to respond only to the external

news. The second reference point is based on ”fads”, ”noise”, or ”bubbles” approach in which

asset prices reflect for the most part something other than news about fundamental values (e.g.,

West 1988; LeRoy 1989; and Cochrane 1991). In this study, the efficient market approach is

followed.

A strand of empirical studies has sought to test the relevance of macroeconomic news for

the stock price movements. Voluminous evidence (e.g., Pearce & Roley 1985; Hardouvelis

1987; Wasserfallen 1989; Bailey 1990; Aggarwal & Schirm 1992; Sadeghi 1992; Ajayi & Meh-

dian 1995; and Siklos & Anusiewicz 1998) shows that stock prices respond to economic news

as predicted by the efficient market theory. However, only a small fraction of observed varia-

tions in equity returns can be explained by news (e.g., Roll 1988 and Cutler, Poterba, and

Summers 1989). The overall conclusion appears to be that monetary news (e.g., money supply

or interest rate) affects stocks while non-monetary news (e.g., industrial production or unem-

ployment rate) has weaker effects.

Each of these studies implicitly assumes that the investor’s reactions to economy-wide

news is constant over different stages of the business cycle, although a more realistic model

allows the investor’s responses to news to vary depending on business conditions1. It might be

a reasonable assumption that a higher than expected industrial production during the depres-

sion is good news for the stock market since it might be a sign of the end of the depression. On

the other hand, if the economy is booming, a positive ”surprise” in industrial production is

likely to be bad news for the stocks since it might result in fears of an overheating economy.

This might possibly induce policy makers to increase interest rates. The implication of this

potential asymmetry is straightforward: if the same type of news is considered good in some

states and bad in others states, the estimated news effects in previous studies will be biased

towards zero.

1 For example, Fama and French (1989) and Jensen, Mercer, and Johnson (1996) argue that expected stock
returns may vary depending on business conditions and monetary environment. Moreover, risk premium could
also be time varying depending on whether the economy is in up or down states. This would be consistent with
the idea of whether the income or substitution effect dominates in different states (e.g., Abel 1988 and Löflund &
Nummelin 1997).
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Few studies have sought to test for the asymmetry with respect to the level of the eco-

nomic activity. For example, McQueen and Roley (1993) show that when the estimations are

made conditional on the different stages of the business cycle, a stronger announcement effect

between stock prices and economic news is evident. They found that higher than expected

industrial production is good news for the stock market during a low state of economic activi-

ty, but bad news during a high state of economic activity. Similar asymmetry (with signs re-

versed) holds true for unemployment rate news as well. Furthermore, this business-condition

asymmetry is mainly related to cash flow effect rather than a discount rate effect.

Orphanides (1992) finds also asymmetric responses to economic news despite using a

different methodology. His results confirm the conventional view (the so-called overheating

hypothesis) that an unexpected increase in unemployment is bad news for the stock market

during recessions, but good news when the economy is overheated. Furthermore, in the Finn-

ish stock market data, Löflund and Nummelin (1997) tested for the potential asymmetry in the

link between stock prices and industrial production during different business conditions. Ac-

cording to their results, forecasted industrial production growth seems to affect Finnish stock

returns differently depending on the level of the current industrial production. Specifically,

higher conditional production growth increases expected stock returns only when the econo-

my is weak.

The previous studies are almost exclusively concerned with the relation between the ag-

gregate market and economic news, and very little is known about the cross-sectional varia-

tion in this relation across industry-sorted stocks. Specifically, some industries may be less

affected by economy-wide changes that occur during different stages of the business cycle,

while others may be more affected. For instance, export-oriented industries may be more af-

fected in the price competitive position of the domestic economy than the financial sectors.

Therefore, it is interesting to explore whether the industry-specific responses to economic news

in up and down states differ from the aggregate market.

The purpose of this paper is to investigate whether the stock price reactions to economic

news are different depending on business conditions. Previous studies from all share price in-

dex to stock price indexes for various industries are extended. Industry grouped data is espe-

cially important in the Helsinki Stock Exchange since the aggregate market index can give

biased results due to the fact that Nokia Corporation (a large telecommunications firm) domi-

nates it. Stock returns may vary across industries based on the sensitivity of the industry to

general macroeconomic conditions. Furthermore, publication lags in economic statistics and

the latest time series available are used.

The results show that a stronger relationship between economic news and stock prices is

evident when the market reactions are allowed to vary with business conditions. It is found
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that stock prices show asymmetric responses to industrial production, real money supply, and

interest rate news in up and down states. A higher than expected industrial production and a

real money supply is bad news for the stock market in the high state, but good news in the low

state. The reverse holds true with interest rate news. Overall, the results are parallel to Mc-

Queen and Roley’s (1993) study, showing that the Finnish stock market does not behave dif-

ferently than its counterpart in the U.S. despite the use of empirical expectation proxies and

one-month event windows.

The remainder of this paper is organized as follows: Section 2 outlines the theoretical

background. In the next section, data and methods are described. In section 4, empirical re-

sults are reported, and in the last section, conclusions are drawn.

2. THEORETICAL BACKGROUND

Efficiency in the stock market is based on the assumption that agents form their expectations

rationally, and that stock prices reflect all publicly available information instantaneously; that

is, stock prices reflect their fundamental values (e.g., Summers 1986). In an efficient and well-

informed stock markets (under Fama’s 1970 semi-strong form definition), prices should already

embed (or ”discount”) the expected part of any movement in fundamental, and only the news

or unexpected changes should have an effect on stocks.

A common theoretical model that relates stock prices to information posits that stock prices

equal the present value of rationally forecasted future cash flows discounted by expected risk-

adjusted interest rates. Following McQueen and Roley’s (1993) notations, this model can be

illustrated

(1) pt = E [Σ                | Ωt ],

where pt is the price of the stock at time t, E represents the mathematical expectations condi-

tional on information set Ωt available to market participants at time t, Dt + j is the dividend

paid at time t + j and t rt + j is the time varying risk-adjusted discount rate for dividends that

occur at time t + j, determined in the market based on information known at time t.

According to model (1), news affects stock prices both through an impact on expected

future cash flows and an impact on required rates of return used to discount these futures cash

flows to the present values. However, we need not to expect that news will affect future cash

flows and discount rates in the same way during different stages of the business cycle. For

example, when the economy is depressing, a higher than expected industrial production could

result in a larger increase in cash flows than discount rates (i.e., the possibility of time varying

∞

j =1

Dt+ j

(1+ t rt+ j )
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risk premium). This causes stock prices to increase because, in this case, there is no need for

monetary tightening since the economy is operating below capacity.

Similar reasoning applies also to other news (see subchapter 3.4). Therefore, the ultimate

impact of news on stock prices depends on whether the ”cash flow effect” or the ”discount

rate effect” dominates over different stages of the business cycle. In other words, in this paper,

the assumption of constant size and sign responses is relaxed, and the responses are allowed

to vary depending on business conditions.

3. DATA, METHODS AND HYPOTHESES

3.1. Statistical procedure

The theoretical framework discussed in the last section implies that unexpected changes in

fundamentals are the relevant explanatory variables to be included in the empirical work. News

in this context is taken to mean any new information that is of relevance to the stock prices

that were unexpected in the previous period. One major obstacle in this field is our inability

to accurately measure investors’ expectations. Studies conducted for the U.S data benefit from

the rich menu of available survey data to overcome obvious measurement problems in funda-

mentals. Specifically, regularly published survey data can be taken to measure expectations,

so that direct measures of the news can be constructed. Such information does generally not

exist in Finland. Therefore, a statistical procedure must be chosen to separate news from ex-

pected changes in an observed time series.

The empirical analysis is carried out in three stages. First, as in Cutler et al. (1989), Lahti

and Pylkkönen (1989), Orphanides (1992), and Viskari (1992), among others, a vector autore-

gression (VAR) model is used to generate the unexpected component of each macroeconomic

variable. Second, following McQueen and Roley (1993), different levels of economic activity

are separated depending on the growth of industrial production relative to its mean. Finally,

monthly stock returns across industries are regressed on residuals from VARs in order to test

for the possible asymmetric stock market responses in the high and low states of economic

activity.

However, this statistical procedure might be problematic due to measurement problems

concerning exactly how the different variables are measured, and how well news can be iden-

tified from expected changes in these fundamental economic indicators. Nevertheless, in this

study it is assumed that investors respond to the measured news rather than the true news,

implying that the original estimating equation should be specified in measured rather than the

true values of the news. This eliminates the potential errors-in-variables problem. Furthermore,

Pearce and Roley (1985) argue that survey data is more efficient (smaller root-mean-square
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error) than time-series models in generating expectations. Despite this ”inefficiency”, McQueen

and Roley (1993) show that the estimated news coefficients using VARs are consistent with the

survey data.

3.2. Stock return and macroeconomic data

The data set consists of 102 monthly observations during the period of 1987:01–1995:06. Stock

returns in real terms are measured as follows:

1) The first logarithmic differences of the stock price indices (end-of-month values) meas-

ured by the HEX-industry stock price indices2 deflated by the consumer price index. The

HEX-industry indices are as follows: (1) banks and finance, (2) insurance and investment,

(3) other services, (4) metal and engineering, (5) forest industries, (6) multi-business in-

dustry, and (7) other industries. Rit denotes industry stock returns at time t. In order to

compare the industry-level results to aggregate market, we also include the HEX all share

price index in this analysis. Source: The Helsinki Stock Exchange.

Without a precise economic theory which explains the link between the economic fun-

damental’s and industry stock returns, the decision about which variables are to be included

in information set is somewhat arbitrary. Since this paper deals with a small open economy,

the following representative set of macroeconomic indicators is included to describe both real

and financial conditions of the Finnish economy. In addition, professional investors closely

watch these key economic variables:3

2) The logarithm of seasonally adjusted industrial production (ip). Source: Statistics Finland.

3) The logarithm of the nominal money supply deflated by the consumer price index (m1).

Sources: The Bank of Finland and Statistics Finland.

4) Nominal short term interest rate measured by the three-month helibor rate (H3). Source:

The Bank of Finland.

5) The logarithm of the consumer price index (p). Source: Statistics Finland.

6) The logarithm of the real exchange rate calculated by the Bank of Finland (s). Source: The

Bank of Finland.

2 See Hernesniemi (1990) for details in HEX-industry price indices (without dividends). Of course, a more ap-
propriate means of measuring stock returns would have been to use Hex yield indices since these capture both
capital gains and dividends, but these HEX yield indices are not available prior to 1991. Furthermore, as will be
shown later (see footnote 11), the results were close to those including dividends. This is expected since for the
early 1990s, the average dividend yield has been relatively low (i.e., some 1–2 percent). In addition, the move-
ments of price and yield indices are strongly correlated (r = .986) over the period 1987:09–1995:06. Therefore,
price indices are good proxies for yield indices for the chosen sample.
3 Since this paper deals with industry-level data, some industry-specific news should not be forgotten, but these
issues shall be dealt at the future stages of this research.
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Real exchange rate is a nominal trade-weighted exchange rate deflated by the foreign

and domestic consumer prices. Real exchange rate is measured as the number of domestic

currency needed to buy one unit of foreign currency at time t. Defined in this way; an increase

(decrease) in real exchange rate denotes depreciation (appreciation).

3.3. The estimated models

To isolate the news component from expected changes of these five macroeconomic series, an

unconstrained p dimensional VAR(p) system in levels is fitted to the data4

(2) xt = A1xt–1 + A2xt–2 + ... + Apxt–p + µ + et,

where A is a (5 x 5) matrix of coefficients, xt is a (5 x 1) column vector of macroeconomic

variables xt = (ipt–2, m1t–1, H3t , pt–1, st–1)’, µ is (5 x 1) column vector of constants, et is a

(5 x 1) column vector of error terms et = (et
ip, et

m1, et
H3, et

p, et
s)’ and et ~ i.i.d(0,σ2). The lag

length of VARs, based on sequential LM tests, was chosen to be six5 in this study.

Because of lags in the publication of economic statistics, the values for industrial produc-

tion in period t were assumed to be the published values for month t–2. In addition, the values

for the consumer price index, the real money supply, and the real exchange rate in period t

were assumed to be the published values for month t–1. Therefore, the first eight observations

of each series were lost because of lags in the VAR model (2) and delays in the publication of

certain monthly series6. This VAR model relates to the current value of each series to the lagged

values of the series itself and to those of the other four series. The VAR model is estimated

equation-by-equation by using ordinary least squares (OLS) method. The residuals êt from Equa-

tion (2) are treated as unexpected changes and used as independent variables in the second

stage regressions.

4 Before estimating the VAR model, it is important to difference the individual series the correct number of
times to obtain stationary variables. According to Augmented Dickey – Fuller (ADF) tests, the null hypothesis of
a unit root in first differences is rejected for all variables (not shown), and all series achieve stationary after
differencing them once. The possibility of cointegration within the framework established by Johansen (1988) is
also tested. Likelihood Ratio tests suggests that there may be as many as 2–4 cointegrating vectors presence in
the data (not shown) at the 5 percent level. Therefore, the VAR in first differences would be misspecified since it
removes the long-run information contained in the levels of the variables. The implication of the cointegration
tests is that the VAR model is estimated in levels since the linear combinations of the non-stationary I(1) varia-
bles are stationary I(0) variables, which are suitable for the statistical analysis in the second stage regressions.
5 For shorter lag lengths, the residuals turned out to be serial correlated. This violates our assumption of news
being white noise (i.e., news êt represents white noise if E(êt) = 0 and E(êt êt–j) = 0 for j ≠ 0). Furthermore, exami-
nation of the off-diagonal elements of the variance-covariance matrix of the residuals revealed them to be very
close to zero (not shown). Only two cross-correlation coefficient out of ten turn out to be significant at the 5
percent level. Therefore, the multicollinearity is not a severe problem, either.
6 However, if the publication lags are ignored, then the residuals êt are improper estimates of news since the
VAR model utilizes information that is not yet available to the market participants.
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The empirical analysis is carried out by first testing the impact of economic news on in-

dustry portfolios without conditioning on the state of the economy. To contrast results from

the business condition model with those from the traditional model, a benchmark model is

required. As a starting point, a simple linear regression model is used where news and possi-

bly some later-defined exogenous variables are added. The benchmark model used to test the

effects of news on industry stock returns without conditioning the state of the economy is as

follows:

(3) Rit = ai + êtbi + di + uit,

where Rit, (i = 1,..., 7), is the real return of the industry i from month t–1 to month t, ai is the

mean return for industry i, êt is a (1 × 5) vector of economic news calculated as the residuals

from the VAR(6) model, bi is a (5 × 1) vector of unknown regression coefficients measuring the

effects of news on industry stock returns, di is a vector of dummy variables,7 and uit are indus-

try-specific error terms, which are assumed to be independently and identically distributed

with zero mean and constant variance. This model specification is widely used in previous

empirical studies (e.g., Siklos & Anusiewicz 1998).

In order to test the main hypothesis that stock price responses to macroeconomic news

vary over business conditions, some kind of classification of different levels of economic ac-

tivity must be done. Following McQueen and Roley (1993), the level of seasonally adjusted

monthly industrial production (1990 = 100) index relative to trend to define three discrete

economic states is used. The classification of economic states is as follows: First, the logarithm

of seasonally adjusted industrial production on a constant and a time trend from September

1987 to June 1995 is regressed

(4) ip = constant + time trend + η.

Second, in order to create upper and lower bounds in economic activity, a constant from

a time trend is added and subtracted8. The constant is chosen in such a way that about 25

percent of the actual values of the logarithm of industrial production are above and below the

7 Vector of dummies consists of 11 monthly seasonal dummies, a time trend, and a ”crash” dummy (D87 = 1 if
t = 1987:10 and otherwise zero), which captures the impact of the October 1987 stock market crash. Further-
more, dummy vector includes an exchange rate dummy (D92 = 1 if t = 1992:09–1995:06 and otherwise zero) to
account for the change in exchange rate regime from fixed to floating exchange rate. Finally, a dummy (D929 = 1
if t = 1992:09 and otherwise zero) is included to account for floating decision.
8 The bounds for the industrial production are not constructed symmetrically. Instead, the deviations from the
trend industrial production are +0.035 and –0.051. This classification puts about 26 percent of the observations
in the high state and about 25 percent in the low state.
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created upper and lower bounds, respectively. The classification of economic states is pre-

sented in Figure 1. The economic activity is denoted as ”HIGH” and ”LOW” when the loga-

rithm of observed industrial production is above the upper bound and below the lower bound,

respectively. The remaining 50 percent of observations between the upper and lower bounds

represent the ”MEDIUM” economic activity.

Equation (2) is unnecessarily restrictive since it assumes that the response of stock prices

to news are constant (size and sign) and independent of business conditions. However, if the

responses are different depending on the level of the economic activity, then accounting for

these asymmetric responses should improve the estimates of news effects on stocks. In order

to test whether the industry portfolio responses to macroeconomic news vary across business

conditions, the following linear model specification is used:

(5) Rit = ai + HIGHt · êtbi
H + MEDIUMt · êtbi

M + LOWt · êtbi
L + di + uit

where HIGHt = 1 if economic activity is in the high state at time t, and otherwise zero, MEDI-

UMt = 1 if economic activity is in the medium state, and otherwise zero, and LOWt = 1 if

FIGURE 1. The Classification of Economic States
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economic activity is in the low state, and otherwise zero. The other variables are defined as in

the basic model (3).

3.4. Mapping from news to stock prices and statistical tests

Following the studies by Pearce and Roley (1985), McQueen and Roley (1993), and Amihud

(1996), a negative relationship between the unexpected inflation and stock returns is expect-

ed. This is surprising since according to the Fisherian view, stocks should provide a hedge

against expected inflation. One channel by which inflation news may have a negative impact

on stock prices occurs if investors believe that monetary authority reacts to unexpected infla-

tion by monetary tightening. Given that inflation is negatively related to future economic ac-

tivity, a higher (lower) than expected inflation may lead to decrease (increase) in stock prices

(Boudough, Richardson, and Whitelaw 1994). This negative relation applies to all economic

states since the central bank is assumed to conduct monetary policy that aims for a low infla-

tion in all states of the economic activity.

It is also expected to see a negative relationship between the interest rate news and stock

returns (e.g., Chen, Mohan, and Steiner 1999). Higher interest rates mean lower present value

of equity prices. A higher interest rate ceteris paribus makes the rate of return on debt instru-

ments relatively more attractive compared with stocks to the investors. In the low state, higher

than expected interest rates is more bad news (i.e., negative) since at the same time, cash flows

are also diminishing. However, in the high state, the effect is smaller or even positive if inves-

tors consider that the monetary authority responds in time to economic prospects to avoid

overheating economy in the future. McQueen and Roley (1993) find that in the high state,

higher than expected Federal Reserve discount rate have a positive, although insignificant, im-

pact on stock prices.

Weaker than expected real exchange rate is positive news for the stocks since it improves

the price competitiveness of domestic industries by making their products cheaper to foreign-

ers (e.g., Chow, Lee, and Solt 1997). This increases firms’ profits and the value of their shares.

However, in the high state, weaker than expected currency is negative news since the mone-

tary authority may raise interest rates to avoid inflation due to the foreign commodity and prod-

uct markets. Instead, in the low state, it is expected that this piece of news would be positive

news since the probability that the central bank increase its tender rate is smaller. Namely, if

the expected cash flow dominates the expected discount rate effect, the response coefficients

might even change into positive.

Several studies (e.g., Pearce & Roley 1985, Hardouvelis 1987, Prag 1994, and Siklos &

Anusiewicz 1998) have examined the impact of the money stock news on security returns.

The consensus findings are that unexpectedly high money growth is associated with higher
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interest rates and lower stock prices. One interpretation of this result is that investors may

expect that the monetary authority will react to a higher than expected money growth by quickly

moving to a more restrictive monetary policy. However, in the high state, it is expected that

unexpectedly high money growth depress stocks even more due to increase inflation expecta-

tions. In the low state, the liquidity effect dominates the expected real interest rate and the

expected inflation hypotheses (detailed discussion can be found in, e.g., Cornell 1983). There-

fore, the effect is smaller and if the liquidity effect is strong enough, the price response to

money supply news could result in opposite sign9.

Finally, higher than expected real activity is good news for the stocks since it may in-

crease investors’ expectations of future growth and expected future profits of firms. Good news

about the economy in the low state should make stock investments more attractive and thus

increase share prices even more since it might be a sign of the end of a depression. On the

other hand, when the economy is in the high state, output surprises may cause investors to

forecast more restrictive monetary policy in the future if such surprises are correlated with

future inflation or money growth. Therefore, the likely impact of real activity surprises on stock

prices at the high state is smaller or even negative. McQueen and Roley (1993) provide evi-

dence for these asymmetric stock price responses to real activity news.

In order to summarize the mapping from news about the economy to industry portfolios,

the expected signs concerning the stock price responses to news conditional on the state of

the economy are presented in Table 1. Furthermore, due to possibly time varying risk premi-

TABLE 1. The Expected Signs of the Response Coefficients

News

Business condit ions ipu m1u H3u pu su

High lower higher lower higher lower
Medium (+) (–) (–) (–) (+)
Low higher lower higher lower higher

Notes:  The news variables are industrial  production (ipu) ,  real money supply (m1u),  three-month
helibor rate (H3u),  consumer prices index (pu) ,  and real exchange rate (su) .  In the medium state,
plus (+) and minus (–) signs denote positive and negative news for the stocks, respectively. Higher
and lower denote the magnitude of the response coeff icients in up and down states compared
to medium state.

9 In the Finnish data, the empirical evidence is mixed, however. Lahti and Pylkkönen (1989) report a negative
relationship between unexpected real money supply and stock prices while Viskari (1992) finds a positive rela-
tion between these variables. However, both of these studies ignore publication lags in economic statistics, which,
in fact, have an effect on the results.
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um, the response coefficients could be lower in some states and higher in other states depend-

ing on whether the cash flow or discount rate effect dominates.

Finally, the statistical significance of individual coefficients is examined by t-tests. The

significance of various subsets of coefficients is also examined by using F-tests of coefficient

restrictions. H1 tests the hypothesis that news jointly has no impact on stock prices across

industries. H2 and H3 test the significance of the news related to monetary policy and the

other three news coefficients as a group, respectively.

Also tested was whether the news coefficients in the low and in the high state are the

same. H4 tests whether news jointly has a similar impact on industry portfolios both in the

high and in the low state of the economy. Hypotheses from H5 to H6 test one by one whether

the response coefficients in the low state are significantly different from the same coefficients

in the high state.

4. ESTIMATION RESULTS

4.1. The response of stock prices to economic news: unconditional results

First, Equation (3) is estimated separately for each industry and the HEX all share price index

without considering any business conditions. Following Pagan (1984), OLS results in consist-

ent parameter estimates and standard errors of the response coefficients only when contempo-

raneous residuals are present in the second stage estimations. Due to the usual serial correla-

tion of stock returns, a systematic pattern in residuals is seen because if returns are serial cor-

related, then Equation (3) would exhibit serial correlated residuals.10 Furthermore, heteroscedas-

ticity (e.g., Schwert 1989) might also be present in residuals. These problems can be corrected

via the Newey-West (1987) procedure to obtain correct standard errors and test statistics.

The estimation results of the Equation (3) are reported in Appendix 1. These results show

that the data supports the efficient market theory that stock prices respond to economic news11.

10 See Amihud and Mendelson (1989) for an analysis of serial correlation in stock index returns. In the Finnish
data, for example, Vaihekoski (1999) reported serial correlation in monthly returns. In principle, there are two
ways to deal with this problem: include lagged return(s) or use the Newey-West (1987) method. When taking a
closer look at the serial correlation in returns, it turns out that the serial correlation diminished in the floating
exchange rate period. This might be considered as an increased liquidity, which cause smaller problems with
infrequent trading.
11 To check the possible bias that excluding dividends would produce, the regression model (3) is estimated by
using dividend adjusted monthly aggregate returns as a dependent variable (calculated by using the WI-index
(87–90) and HEX yield-index (91–95)). For further details, see Berglund et al. (1983) and Hernesniemi (1990).
The results are

Rt = 0.386 ipu – 0.569 m1u – 0.023 H3u + 0.359 pu + 0.633 su R2C = 0.086 DW = 1.742
(1.229) (–1.568) (–2.108) (0.155) (1.562) ( . ) = t-values

The results (a constant and dummies are not reported) are close to those without dividends. Therefore, it can be
argued that excluding dividends would not bias our results, at least in the chosen sample period.
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The data rejects the hypothesis (H1) that news jointly has no impact on stocks at less than 5

percent level on every industry, excluding insurance and investment and forest industries. Fur-

thermore, the hypothesis (H2) that news related to monetary policy (i.e. real money supply and

interest rate) has no impact on stocks is rejected at the 10 percent level in all industries, but

forest industries and in the multi-business industry. On the other hand, the hypothesis (H3)

that the other news jointly has no impact on stocks is rejected at the 10 percent level only in

the multi-business industry and other industries12.

The explanatory power (without dummies) of economic news is rather low: news explains

only some 8 percent of the aggregate stock return variation13. This finding is in line with previ-

ous studies conducted on the Finnish stock market (e.g., Lahti & Pylkkönen 1989 and Viskari

1992). Across industries, the explanatory power varies between zero to 16 percent. Most of

the statistically significant response coefficients affect industry stock returns with their predict-

ed signs. For example, an unexpected one-percentage point increase in interest rate lowers

share prices for most industries by 2.9–6.1 percent, the financial sectors being the most inter-

est rate sensitive.

A real exchange rate has significant impact on banks and finance, multi-business, and the

all share price index. An unexpected one percent depreciation increases share prices for these

stocks by 0.8–1.5 percent. Furthermore, higher than expected depreciation is negative news

for domestic-oriented industries. In addition, an unexpected one percent increase in the real

money supply decreases stocks in the financial sectors by 0.7 percent. Higher than expected

industrial production increases stocks in the metal and engineering and other industries also

by 0.7 percent. News about price levels appears to have less significant effect on stocks, and

the positive values of response coefficients are in contrast with prior expectations, although

the large standard errors also permit a wide range of negative values14.

12 This paper also tests whether the stock prices respond to past information. Adding news lagged by one month
into the model (3) produced only a few significant coefficients for some industries (not reported). This might be a
sign of inefficiency due to the slow dissemination of information. However, it also might be a consequence of
the estimation problems or timing issues associated with the release of new information and the reflection of the
information into the variables in question. Moreover, the coefficients for contemporaneous news coefficients
remained practically unchanged in magnitude, although the t-values became systematically lower. It is also test
whether the lagged news jointly has significant impacts on stock returns (H1). This hypothesis can be rejected at
the 1 percent level only in insurance and investment, while the hypothesis H2 and H3 cannot be rejected at
conventional levels for any industries.
13 When referring to adjusted coefficient of determination, the R2-measures without the dummies are meant
(denoted in brackets). This makes it possible to compare the results with the previous studies.
14 It should be noted that the results with respect to price level news were sensitive to the inclusion of D929-
dummy (September 1992). Without it, price level news has negative (insignificant) impact on stocks.
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4.2. The response of stock prices to economic news: conditional results

The results in Appendix 1 are based on the implicit assumption that the response of stock

prices to macroeconomic news is symmetric irrespective of business conditions. In this subchap-

ter, this assumption is relaxed, and it is important to investigate further how robust or sensitive

the unconditional results are by considering the responses conditional on the level of econom-

ic activity15,16. Again, the Newey-West (1987) estimator of the covariance matrix is employed

to obtain correct standard errors and test statistics.

We begin with the summary of the signs of the response coefficients as well as their sta-

tistical significance (as reported in Appendix 2). From a quick glance of Appendix 2, the re-

sults support the hypothesis of asymmetric reaction depending on the business conditions. For

example, at the aggregate market level, the asymmetry with respect to industrial production

and real money supply is as severe as it results in opposite signs for the slope coefficients in up

and down states. Across industries, similar sign reversals can also be found with the rest of the

news, but overall, this business conditions asymmetry is mainly related to industrial produc-

tion, real money supply, and interest rate news.

The detailed results from Equation (5) are reported in Appendix 3. In contrast to Appen-

dix 1, there is now a stronger relationship between news and industry portfolios since the ad-

justed coefficients of determination are systematically higher than those in the unconditional

model (2) ignoring potential business cycle asymmetries. For example, news jointly explains

now about 11.5 percent of the aggregate market variation, and across industries, the R2C-meas-

ures vary from 2.9 to 13.6 percent. Furthermore, when the estimations are made conditional

on the level of the economic activity, stocks respond significantly to a larger set of economic

news17.

15 The results are based on the assumption of i.i.d. residuals. According to diagnostic tests, residuals are not
serial correlated in most industries, and the second-order ARCH effect is clearly observed only in banks and
finance. Still, although some minor residual problems are detected, the standard errors and test statistics across
industries are based on the Newey-West (1987) procedure. Furthermore, residuals from almost every industry
pass the Jarque-Bera normality-test. Specifically, only metal and engineering industry exhibits non-normal resid-
uals. However, decomposition of the statistic into tests using separate measures of skewness and kurtosis shows
that deviation from normality is due to asymmetric distribution, which is probably more serious than excess
kurtosis (too many large residuals).
16 The structural stability of the models is also examined (not shown). CUSUM tests suggest that there has oc-
curred at least one structural break, which is located in September 1992. CHOW tests confirmed that this break
was significant at the 5 percent levels in every industry, except metal and engineering and forest industry. There
are also some problems with the model misspecification with some industries. In total, while there are some
signs of deviations from OLS-assumptions, the diagnostics are interpreted (after correction) as suggesting that our
models across industries have statistical properties that are passable.
17 An interesting observation is that average returns in most industries increase when business conditions im-
prove from low to normal. The same results hold also when business conditions become weaker from high to
normal. However, when business conditions improve from normal to high, average returns decrease six indus-
tries out of seven. Therefore, it appears that the ”best time” to buy equities is when the level of economic activity
is revised up in a weak economy, or when the level of economic activity is revised down in an already strong
economy. This finding is in line with the results by Löflund and Nummelin (1997).
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When considering individual coefficients, good news about the economic activity in the

high state is bad news for the stock market. When the economic activity is low; good news

about the economy is also generally good news for the stocks, although the response coeffi-

cients fail to reach any significance at conventional significance levels. Furthermore, a higher

than expected real money supply in the high state is negative news for the stocks, but it changes

into positive news for most of the cases when the economic activity is low. In the medium

state, a higher than expected real money supply causes stock prices for most industries to de-

crease by 0.4–1.2 percent and metal and engineering and multi-business industry respond to

real money supply news more than the market.

An interesting result is the positive relationship between stock prices and higher than ex-

pected interest rates in the high states, although this relationship is not significant. Further-

more, the negative impact is even stronger when the state is low compared with results when

the state is medium. In the low state, a higher than expected interest rate decreases shares

prices across all industries but financial sectors at 10 percent levels by 5.1–9.8 percent. Among

all industries, financial sectors show the strongest reaction to interest rate news in the medium

state.

The inflation news has a negative impact on stocks in the high and in the low state for

most cases, although these estimates are not significant. In addition, inflation news decreases

stocks more in the low state than in the high state. For example, higher than expected inflation

decreases stocks for the multi-business industry by 10 percent in the high state as compared to

the low state, where the same kind of news decreases stocks twice as much. Overall, inflation

news produces mixed results in the medium state. Real exchange rate news has a negative

impact on share prices for about half of the cases when the state is low or high. Nevertheless,

the same kind of news is good for the stock market in the medium state. None of the response

coefficients reaches significance at conventional levels.

Finally, the joint hypothesis of the business cycle asymmetry is tested. First, the hypothe-

sis that all response coefficients in the high and in the low state are the same (H4) can be

rejected less than 10 percent levels only in other services and metal and engineering, among

all industries. Second, when testing whether the individual coefficients in the high and low

states are the same (H5–H9), the null can be rejected at 10 percent levels all but inflation and

real exchange rate news for some of these industries18.

18 This paper also investigates how sensitive or robust the reported results are by considering alternative ways
to produce market expectations, news, and economic states. First, news is generated by using ARIMA-models,
but the results were in line with the reported results, although the test statistics were systematically lower. News
is also generated with residuals from the VAR in first differences and error correction form, which produces
somewhat higher test statistics in the second stage of the regressions.
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5. CONCLUSIONS

The purpose of this paper was to investigate whether the stock price reactions to fundamental

macroeconomic news depend upon business conditions. It is found that the reactions are not

constant, but vary with the state of the economy. In particular, higher than expected industrial

production or real money supply when the economy is already strong results in lower stock

prices, whereas the same surprise in a weak economy is associated with higher prices. For

interest rate news, the signs are reversed. Overall, these results suggest that previous estimates

obtained without any allowances for business cycle effects be biased towards zero partly for

this reason, contributing to the insignificant responses estimated in earlier studies.

Without conditioning on the state of the economy, the statistically significant response

coefficients affect stocks mainly with their predicted signs. Consistent with the evidence of

Pearce and Roley (1985), stocks respond primarily to monetary news while responses to non-

monetary news is weaker. Across industries, parallel to Hardouvelis (1987) among others, the

financial sectors show the strongest reactions to interest rate news, apparently because mone-

tary development directly affects the cash flows of financial companies. Moreover, stocks for

domestic-oriented sectors respond to news about the domestic fundamentals stronger when

compared to stocks for export-oriented sectors, whose prices might instead reflect global busi-

ness conditions or changes in economic growth in export markets. Surprisingly, metal and en-

gineering and forest industries show no response to the real exchange rate.

When the estimations are conducted conditional on the level of the economic activity,

stocks respond to a larger set of news, and a stronger relationship between news and stock

price changes is evident. According to the results, several asymmetric response coefficients

were found. The different response coefficients in up and down states could well be due to

changes in risk premium in up and down states. For example, good news about the economic

Second, several alternative lag structures in the VAR-model is tried, and it appears that the fewer lags are
included in the VAR model the stronger the asymmetry especially with respect to industrial production (H5).
When considering alternative width of the bounds around the fitted trend used to define business conditions, the
changes concern mainly industrial production news. These results suggest that the more observations are classi-
fied in normal state the stronger the data rejects the hypothesis (H5).

Third, seasonally adjusted unemployment rate is used to classify economic states. The results support the
hypothesis of asymmetric responses with respect to industrial production news in up and down states, although
the evidence is now weaker. Furthermore, economic states were also classified by using the graph of the general
stock market index (e.g., Borio and McCauley, 1996, 94–95) into bull and bear markets. The effects of industrial
production and real money supply news change signs in bull market, but in total, the results are difficult to
summarize here.

Finally, the economic states were classified by using survey data on firms expectations of future business
conditions. The results with this ex ante criteria produce similar results as classification with bull and bear mar-
ket conditions. Therefore, future studies might focus on investigating the news effects using ex ante criteria in-
stead of ex post classification scheme.



225

I N D U S T R Y  P O R T F O L I O S ,  E C O N O M I C  N E W S  A N D  B U S I N E S S  C O N D I T I O N S …

activity when the economy is booming is bad news for the stock market. On the other hand,

when the economy is in a recession, good news about the economy is generally good news for

the stocks. This implies that the cash flow (discount rate) effect is more likely to dominate in

down (up) states.

Similarly, a higher than expected real money supply in the high state is negative news for

the stocks while in the low state, the same piece of news is positive news for the stock market.

The response of stock prices to real money supply news in low state is dissimilar to what the

other researchers have found in US data. Therefore, it seems that in recessions the liquidity

effect dominates the expected real interest rate and the expected inflation hypotheses (dis-

cussed in Cornell 1983). Moreover, when considering the magnitudes of the parameter esti-

mates, stock prices fall most when the business conditions are normal indicating that market’s

expectations of inflation and fear of monetary tightening influence stocks stronger in the nor-

mal states than other states.

Another interesting observation is the positive (although statistically insignificant) relation

between stocks and higher than expected interest rate in the high states. This finding is paral-

lel to McQueen and Roley’s (1993) result in U.S. data. Interestingly, the results show that the

negative relationship between interest rate news and stock prices is stronger when the state is

low. In other words, the weaker the business conditions the more stocks decrease after unan-

ticipated increase in interest rates. This implies that as the business conditions become strong-

er, agents might put more weight on improved future cash flows expectations than return re-

quirements. Finally, the results support the common finding that financial companies are the

most interest rate sensitive, but this conclusion is valid only in normal state.

As also noted in Cutler et al. (1989), the use of estimated VAR residuals, as proxies for

news might be problematic for several reasons. First, if the VARs are misspecified, residuals do

not accurately reflect the value of news to agents. If market participants operate with an infor-

mation set larger than the one we have considered here, residuals may overstate the impor-

tance of news. Second, VAR does not capture new information about future macroeconomic

conditions, revealed in period t but is not directly reflected in that period variable. According

to Fama (1990), stock price changes may largely reflect changes in expectations about future

movements in macroeconomic fundamentals, which may not always be reflected in news about

their current values. Third, there are some timing issues associated with the release of new

information about fundamentals and the reflection of the information into the variables in ques-

tion.

In total, the results presented in this paper suggest that monetary news have the main

effect on stock prices. These results are parallel to McQueen and Roleys (1993) study and

based on these results, Finnish stock markets do not behave differently than their counterparts



226

L T A  2 / 0 0  •  J .  J Ä R V I N E N

in the U.S. despite the use of empirical expectations proxies and one-month event windows. It

appears that mainly domestic-oriented industries respond monetary news stronger than indus-

trial industries. This might indicate that export-oriented industrial industries respond to news

about the export market and international business conditions. Future research might focus on

studying the response of export industries to global economic news for example, concerning

monetary policy conducted by the Federal Reserve or to study the effects of unexpected changes

in US future economic activities.

Another topic for the future research would be to use different econometric methodology.

For example, the expectations generating process might be improved into a direction that is

more realistic by using recursive least square estimation method when producing news. This

statistical procedure allows economic agents to update their expectations continuously when

new information becomes available. Furthermore, due to possible cointegration properties of

macroeconomic data, vector error-correction (VEC) models could also be used as a descrip-

tion of news generating process. In such a modeling strategy, both short-term expectations

(differences) as well as revisions in expectations (error-correction term) could be modeled at

one pass.

Finally, business conditions could be alternatively classified in up and down states by

using Smooth Transition Regression (STR) models, or alternatively by using some ex ante meas-

ures (e.g. consumer confidence index) as a criterion for classification. This could give us valu-

able information about how stocks in the Helsinki Stock Exchange are priced with respect to

fundamental macroeconomic information during different states. �
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APPENDIX 2. Summary of the signs of the response coefficients and their statistical significances

Industry ipu m1u H3u pu su

Banks and f inance H – – + – +

M – –** – – +

L – – – – +

Insurance and inv. H – – – – –

M + –* – + –

L – – – –* +

Other services H –*** – + + –

M +* –* –* +* +

L + + –*** – –

Metal and engin. H –* – + – –

M + –*** – + +

L + +** –*** –* –

Forest industries H –** + + – –

M + –*** – + +

L + +** –* – –

Multi-business ind. H – – – –* +

M + –*** – + +

L – + –** –* +

Other industries H + – – – +

M +* – –* + +

L + – –* – –

HEX al l  share index H – – – – +

M + –*** – + +

L + + –** – +

Notes:  Variables are:  the industrial  production (ipu) ,  the real money supply (m1u),  the three-

month Helibor rate (H3u), the price level (pu),  and the real exchange rate (su).  H, M and L denote

high, medium, and low state of economic activity,  respectively.  Plus and minus signs denote

relationship between stock prices and macroeconomic news. *,  ** ja *** denote signif icance at

the 10%, 5% or 1% level,  respectively.
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