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ABSTRACT

This study examines whether financial markets, especially excess stock returns, contain information

about changes in future values of certain macroeconomic variables. Earlier literature documents that

term spreads of interest rates can predict both nominal activity, i.e. inflation, and real activity, i.e.

output, consumption and industrial production, in economy. We combine stock returns and term

spreads in an economic tracking portfolio framework and show that economic tracking portfolios can

forecast changes in future macroeconomic variables, most accurately with 12 month forecasting hori-

zon. The information content of industry stock portfolios depends on the target macroeconomic varia-

ble. The importance of term spreads is supported in two ways: first, they improve the performance of

the ETP model even though the omission of them from the analysis seems to have only marginal ef-

fect; second, the only benchmark model that outperforms the ETP model in some cases uses solely

term spreads as explanatory variables.
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1. INTRODUCTION

Modern financial and economic research, both theoretical and empirical, faces a continuous

battle in finding a forecasting tool that is able to predict future economic state with considera-

ble accuracy. A useful forecasting model would imply opportunities to governments, politi-

cians and practitioners to obtain information about future in order to make right decisions about

current actions. There is little doubt about the growing importance of the stock market from

the point of view of the aggregate economy, and since especially the stock market data are

among the most sensitive in securities markets, it provides an attractive ground for models of

aggregate economy.

Traditionally, the direction of the influence in relationship between stock market and

economic activity has been from the economy to the stock market. Among the theoretical

foundations for the analysis have been the Arbitrage Pricing Theory (see originally Chen,

Roll and Ross, 1986) and the consumption Capital Asset Prising Model (e.g. Breeden, 1979;

and Breeden, Gibbons and Litzenberger, 1989). Recently the interest in this area has shifted

towards the information content of asset returns concerning the future values of macroeco-

nomic variables. For example, Schwert (1989) has noted that there is weak evidence that

macroeconomic volatility can help predict stock and bond return volatility, but somewhat

stronger evidence that financial asset volatility helps to predict future macroeconomic vola-

tility. Cochrane (1991) documents that a simple implementation of a production-based asset

prising model gives an explanation to the fact that stock returns forecast real variables like

investment and output. Lee (1992) finds that stock returns appear Granger-causally prior and

help explain a substantial fraction of the variance in real activity. Vassalou (2002) and Liew

and Vassalou (2000) use size and book-to-market portfolios and conclude that their returns

contain information about the future state of macroeconomy. Lamont (2001), Hayes (2001),

Junttila (2003) and Junttila and Kinnunen (2002) use economic tracking portfolio (ETP) ap-

proach in order to establish the forecasting ability of the stock market with respect to macro-

economy.

This study continues the work of Junttila and Kinnunen (2002) in searching for a forecast-

ing framework by combining financial markets and macro economy, and examining whether

financial markets contain information useful for predicting future macroeconomic variables

like changes in inflation or output growth. We use the empirical methodology of economic

tracking portfolios, a simple forecasting framework which states that it is possible to construct

portfolios of assets whose unexpected returns track innovations in a particular macroeconom-

ic variables. In this study we concentrate on stock prices, especially industry portfolios, as

base assets in order to find out if they contain useful information about future.
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Financial theory says that the current stock price reflects the sum of future expected divi-

dends. One can show through Campbell’s (1991) variance decomposition that investors will

enjoy a positive unexpected excess return if expected dividend growth is revised upwards, or

if expected risk-free real interest rate and/or expected future excess equity returns are revised

downwards. Since revisions to these components of equity valuation are likely to be related to

changes in expectations of macroeconomic variables of interest, current stock returns should

reflect future, not current, economic variables.

In order to be able to statistically test the relationship between unexpected stock returns

and innovations in future macroeconomic variables, we follow Lamont’s (2001) research and

add the control variables to the tracking portfolio framework. By choosing variables that ex-

plain both expected stock returns and changes in target macroeconomic variables, the chosen

control variables are likely to improve the accuracy of the parameter estimates of ETP weights.

Previous research has considered control variables based on earlier empirical work and these

variables have mainly been presented in levels and sometimes in differences. Our contribu-

tion is to extent the set of possible control variables to be based on fundamental long-run rela-

tionships.

Historically, one of the most interesting areas of macroeconomic theory is the connection

between prices and interest rates, in other words the long-term fundamental Fisher (1930) hy-

pothesis. A standard Fisher hypothesis states that movements in short-term nominal interest

rates primarily reflect fluctuations in expected inflation, so that a forecasting equation can tell

whether the short-term interest rates help to predict future path of inflation. Mishkin (1990a

and b) modifies the basic starting point in his inflation-change equation that uses term spreads

between different interest rates instead of interest rates themselves. Furthermore, economic

theory in several more or less formal ways states that term structure of interest rates can be

related to real activity in economy: if future output is expected to be high, individuals wish to

smooth consumption by attempting to borrow against the expected future production, thereby

raising interest rates. Based on these relationships this study utilises the term spreads of inter-

est rates from different maturities as the control variables.

Our results support the ETP framework in forecasting future economic state and it seems

that the term spreads as control variables add to the accuracy of out-of-sample forecasts. The

ETP model outperforms the benchmark models when measured with forecast errors. The infor-

mation in stock portfolio returns is dependent on the industry classification of stock portfolios

and on the target macroeconomic variables. There seems to be a positive relationship between

the real macroeconomic variables and term spreads and a negative connection between future

values of inflation and term spread variables. The term spreads are important in forecasting

future values of macroeconomic variables and this is apparent in two ways. First, the ETP models
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seem to work slightly better when the control variables are included in the analysis, thus they

add to the parameter accuracy. Second, the only benchmark model that can outperform the

ETP models in few cases is a term spread model for macroeconomic variables.

Section 2 describes the methodology of economic tracking portfolios both from theoreti-

cal and empirical grounds. The choice of control variables from the basis of Mishkin’s (1989,

1990a and b, 1991) inflation-change equation, and from the basis of several theoretical rea-

sons linking term spreads to real economic activity is discussed in section 3. Section 4 con-

tains description of the data, section 5 reports in-sample and out-of-sample results from the

ETP regressions and section 6 concludes.

2. THEORETICAL BACKGROUND OF ECONOMIC TRACKING

PORTFOLIOS

2.1. Rational valuation formula and variance decomposition in ETP

analysis

The theoretical background of economic tracking portfolios goes back to the rational valua-

tion formula of stock prices, which simply states that the current stock price reflects the sum of

future expected dividends. To be more precise, consider the famous static Gordon’s (1962)

growth model that gives the fundamental price of an equity, p f
t , as

p f
t = ∑[1/(1 + r)]i Et (dt+1),  (1)

where the key elements are expectations on future dividends, Et dt+1, and the discount factor r

which may be time varying and as such dependent on macroeconomic conditions. One can

show the connection between future values of macroeconomic variables and current stock

returns through the growth model that is restated in dynamic form using the Campbell’s (1991)

variance decomposition. According to Campbell (1991), the unexpected excess return on eq-

uity is

et+1 – Et et+1 = (Et+1 – Et) (∑ρj ∆dt+1+j – ∑ρjrf
t+1+j – ∑ρjet+1+j) (2)

where et is the log excess return on equity, ∆dt is the change in log real dividends, r f
t  is the log

real risk-free interest rate and ρ is a linearisation parameter, which is a little less than unity.

Investors will enjoy a positive unexpected excess return if expected dividend growth is revised

upwards, or if expected risk-free real interest rate and/or expected future excess equity returns

are revised downwards. Revisions to these components of equity valuation are likely to be relat-

ed to changes in expectations of macroeconomic variables of interest. Hence, the innovations of

future values of macroeconomic factors are reflected in unexpected changes in equity returns.

∞

i=1

∞

j=0

∞

j=1
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When we decompose the target variable into expectations and expectation errors, we will

see the above implications more clearly (see also Lamont, 2001; Hayes, 2001; and Junttila,

2003). For any target variable yt , its realised value at time t + k can be expressed as a sum of

the previous period’s conditional expectation plus a one-period forecast error, εt+k , hence

yt+k = Et+k–1 yt+k + εt+k . (3)

Correspondingly, the conditional expectation at t + k – 1 can be rewritten as a sum of the

conditional expectation at t + k – 2 plus the change in the expectation between the two peri-

ods, yielding

yt+k = Et+k–2 yt+k + (Et+k–1 – Et+k–2) yt+k + εt+k . (4)

Backward reduction to time t – 1 results in an expression

yt+k = Et–1 yt+k + ∑(Et+k–j – Et+k–j–1) yt+k , (5)

where Et+k yt+k = yt+k . The second term on the right hand side of (5) is the sum of k + 1 one-

period expectations revisions, and since expectations are revised only when news appear in

the market, we assume that these are (iid) shocks. A tracking portfolio observes the first of

these expectations revisions, (Et – Et–1) yt+k , which is distinct when we rewrite equation (5) as

yt+k = Et–1 yt+k + (Et –Et–1) yt+k + ξt, t+k (6)

where ξ t, t+k ≡ ∑εt+j and εt+j ≡ (Et+j – Et+j–1) yt+k . Thus, the target variable is now the sum of the

conditional expectation at time t – 1, the revision to this expectation between t – 1 and t, and

the sum of k one-period future expectations revisions.

An economic tracking portfolio connects the change in expectations of yt+k between time

t – 1 and t to the unexpected returns on a portfolio of assets, that is

(Et – Et–1) yt+k = aR̃t + η t (7)

where R̃t is a vector of unexpected (log) returns on N base assets, a is a N × 1 vector of portfo-

lio weights and η t is a tracking error. As can be seen, the left-hand side of (7) is in general

unobservable but as we next demonstrate in the spirit of Lamont (2001), the estimation and

testing of the ETP weights can be conducted in terms of the observable actual future value

yt+k .

k

j=0

k

j=0
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2.2. Estimation of the portfolio weights

Empirically, an economic tracking portfolio for any variable y can be obtained as the fitted

value of a regression of y on a set of base asset returns. The portfolio weights for the economic

tracking portfolio for y are the normalised coefficients of an OLS regression. According to Breed-

en (1979) and Breeden, Gibbons and Litzenberger (1989), the following statements that come

directly from the definition of OLS regression are also an equivalent description of a maximum

correlation portfolio (MCP). Out of all possible linear combinations of the base asset returns,

the estimated OLS coefficient, and hence, the MCP

(1) has the minimum variance out of all portfolios with a given beta (univariate regres-

sion coefficient) on y;

(2) has returns with the maximum possible correlation with the target variable;

(3) has the highest R-squared in a regression of the target variable on returns.

Since an ETP can be obtained through OLS regression these three descriptions are also de-

scriptions of an ETP (see also Lamont, 2001).

In the spirit of Lamont (2001) the ETP analysis starts with the construction of tracking

portfolios so that the unexpected portfolio returns have the maximum correlation with revi-

sions to expectations of the target macroeconomic variable. Thus, ETPs are designed to track a

shock. Specifically, the target variable is ”news” about yt+k, where yt+k is a macroeconomic

variable such as the inflation rate in period t+k, and k denotes the forecast horizon. News is

defined as innovations in expectations about yt+k with notation ∆Et (yt+k) ≡ Et (yt+k) – Et–1 (yt+k),

where ∆E describes changes in expectations. The tracking portfolio returns are obtained from

equation rt = bRt , where Rt is a column vector of chosen asset returns from the end of period

t–1 to the end of period t and b is a row vector of portfolio weights. Unexpected returns are

actual returns minus expected returns, ie. R̃t ≡ Rt – Et–1(Rt). The portfolio weights are chosen so

that R̃t is maximally correlated with ∆Et (yt+k ). As is stated in equation (7), an economic track-

ing portfolio for news in macroeconomic variables can be expressed in terms of an equation

that relates the change in expectations of yt+k between time t–1 and t to the unexpected re-

turns on a portfolio of assets.

In order to perform an OLS regression to equation (7) it seems that one needs to obtain

(Et – Et–1) yt+k = ∆Et (yt+k ), i.e., the unobservable left hand side of equation (7). Lamont (2001)

derives an alternative regression that can be used to estimate the ETP weights. The realisation

of yt+k can be written as the sum of the expectation in period t–1, the innovation in expecta-

tions occurring in period t, and the innovation in expectations from period t to period t+k, i.e.,

yt+k = Et (yt+k) + et+k = Et–1(yt+k ) + ∆Et (yt+k ) + et+k .  (8)
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Assuming that the expected returns on the base assets in period t are linear functions of Zt–1, a

vector of control variables known at period t–11, we obtain

Et–1(Rt) = dZt–1.  (9)

Finally, we define the projection equation of lagged expectations of y on the lagged control

variables as

Et–1(yt+k) = fZt–1 + µt–1. (10)

Combining equations (7)–(10) results in the representation

yt+k = bRt + cZt–1 + εt+k ,  (12)

where εt+k ≡ η t + µt–1 + et+k , b = a and c = f–ad. This is a consistent regression equation

because all the components of εt+k are by definition orthogonal to both Rt and Zt–1. OLS ap-

plied to equation (11) produces the tracking portfolio returns having unexpected components

maximally correlated with ∆Et (yt+k). The necessary assumptions are that

(1) innovations in returns reflect innovations in expectations about future variables (so

that the vector a has non-zero elements in equation (7)); and

(2) expected asset returns and expected target macroeconomic variables are a linear func-

tion of the lagged control variables.

It might not be immediately clear that in estimating the parameter vector a only the corre-

lation (i.e. the linear relationship) between R̃t and (Et – Et–1) yt+k is being picked up as equation

(7) requires, even though the regression equation (11) is equivalent to regressing yt+k on R̃t .

However, if investors’ expectations are efficient so that the expectation formed at time t–1

uses all the known relevant information, R̃t must be independent of all other components of

yt+k . Hence, since the unexpected return between t–1 and t cannot be correlated with

Et–1 yt+k nor with shocks to investors’ expectations from t + 1 onward, any correlation between

yt+k and R̃t can only arise because R̃t is tracking (Et – Et–1) yt+k.

1 The control variables are added to the regression equation because they are likely to affect the parameters,
making them more precise and accurate. However, adding the possibly insignificant variables to the model may
cause some deterioration in the out-of-sample performance. It is important to consider carefully the choice of
control variables since according to e.g. Hayes (2001) they may be the key factors in improving the performance
of the model, especially the out-of-sample performance, when the control variables have significant explanatory
power for the state variables, too.
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3. TERM STRUCTURE OF INTEREST RATES AND ETP

3.1. Term structure of interest rates as the background for control

variables

Previous studies have pointed out the importance of control variables in ETP analysis. Lamont

(2001) uses the standard variables known to forecast returns on stock and bonds2 as control

variables. He finds that when excluding the lagged control variables the tracking ability of the

asset portfolios dramatically declines. Hayes (2001) concludes using only four prespecified

variables that the control variables potentially have significant effects on the estimated portfo-

lios and the intensity of the effects is dependent on the target variable. In his study using an

international data set, Junttila (2003) utilises only two control variables, namely the dividend

yield and term spread, which are more clearly connected only to the financial market than the

control variables in the previous studies. His results indicate that the role of controls is highly

relevant to the ETP analysis, although the choice of controls should be considered depending

on the target variable and the country. Contrary to the other studies, using dividend yield and

term spread as control variables Junttila and Kinnunen (2002) find that the role of controls is

not so relevant when using industry level stock return data. The variables used as controls in

all the previously mentioned studies are chosen on the basis of empirical evidence, not on

profound and precise theory.

This paper aims to use a more theoretical approach when choosing the control variables.

We extent the analysis by considering possible control variables based on the fundamental

long-run relationships in macroeconomic theory. One of the most analysed areas of macroeco-

nomic theory is the connection between prices and interest rates which is mainly based on the

famous Fisher hypothesis that originates in the work of Irving Fisher (1930). He postulated that

nominal interest rates should explain changes in expected inflation. Fama’s (1976) classic study

also confirms that movements in nominal interest rates for most part reflect fluctuations in

expected inflation rather than changes in real interest rates. Mishkin (1989, 1990a and b, 1991)

has extensively tested the Fisher hypothesis using the so-called inflation-change model and

finds that the yield curve can predict inflation.

Under rather general assumptions, the term structure of interest rates can be related to

economic growth, measured by variables like the growth rate of output and consumption. The

intuition is straightforward: if future output (and hence income) is expected to be high, indi-

2 More precisely, the lagged control variables in Lamont (2001) are the Treasury bill return, a term premium for
one-year government bonds, a term premium for one-year government notes, a default premium for corporate
bonds, a default premium for commercial paper, the dividend yield on the value weighted aggregate portfolio
and 12-month production growth, CPI inflation and excess stock returns. Thus, his variables are numerous and
include factors from both real economy and financial markets.
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viduals tend to smooth consumption by attempting to borrow against the expected future pro-

duction growth, thereby bidding up interest rates. There are several theoretical points that can

help explain what seems to cause a positive relationship between the term structure and future

real activity. Empirically, the usefulness of the yield spread between long- and short-term in-

terest rates for forecasting future macroeconomic variables has been well established (see for

example Estrella and Hardouvelis, 1991; Estrella and Mishkin, 1997; Davis and Fagan, 1997;

Hamilton and Kim, 2000; and Estrella, Rodrigues and Schich, 2000). Thus, the choice of term

structure of interest rates as the control variable in ETP analysis is a rather natural step.

One of the main assumptions in ETP analysis is that the control variables, i.e. the term

spreads of interest rates in this case, form a linear combination with excess stock returns. The-

oretically, this structure can be based on the assumption that stock markets do not permit the

presence of arbitrage opportunities3. In the absence of this possibility, there exists a ”stochas-

tic discount factor” that relates payoffs to market prices for all assets in the economy. The

expected stochastic discount factor is just the real price of the short-term riskless real asset, or

equivalently, the reciprocal of its gross yield. One can also define a ”nominal stochastic dis-

count factor” and the expectation of that is simply the price of a short-term riskfree nominal

asset4. Thus, the interest rates at least at the shorter end of the yield curve should be able to

predict stock returns. The relationship between the stock market and term structure of interest

rates is also widely documented in empirical literature. For example, Chen (1991) concludes

that the term spread can explain stock returns.

3.2. Term spread and inflation

The standard Fisher hypothesis states that movements in short-term nominal interest rates pri-

marily reflect fluctuations in expected inflation, so that a forecasting equation can tell whether

the short-term interest rates help to predict future path of inflation. More specifically, the hy-

pothesis can be expressed as

Et πt
m = itm – rrt

m, (12)

where Et πt
m is expected inflation over m periods, itm is m-period nominal interest rate at time t

and rrt
m is m-period (ex ante) real interest rate at time t, ie. the ex ante real return on an m-

period bond from t to t+m. The realised inflation rate over the next m periods can be written

as the expected inflation rate plus the forecast error of inflation

3 The principle of no arbitrage simply states that all the alternative ways of constructing the same payoff must
have the same cost or price. Thus, the opportunities to make riskless profits on an arbitrarily large scale do not
exist.
4 See a more detailed discussion in Cochrane and Hansen (1992) and Campbell (2000).
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πt
m = Et πt

m + vt
m . (13)

In order to examine the information in the term structure about future changes in the inflation

rate (see Mishkin, 1989) we subtract the n-period inflation rate from m-period inflation rate

using equation (14), that is

πt
m – πt

n = itm – itn – rrt
m + rrt

n + vt
m – vt

n . (14)

This equation can be rewritten in the form of Mishkin’s (1989, 1990a and b, 1991) so called

inflation-change equation. This equation is a regression of the change in the future m-period

inflation rate from the n-period inflation rate (πt
m – πt

n) on the slope of the term structure,

(itm – itn), that is

πt
m – πt

n = αm,n + βm,n (itm – itn) + ηt
m,n , (15)

where αm,n = 5r 5r m – 5r 5r n, η t
m,n  = vt

m – vt
n – [(rrt

m – 5r 5rm) – (rrt
n – 5r 5r n)]

and 5r 5rm – 5r 5r n is the consistent estimate of the slope of the real term structure. If we assume that

expectations are rational and the slope of the real term structure, rrt
m – rrt

n, remains constant

over time, OLS estimates of the forecasting equation (15) produce a consistent estimator of

βm,n
5.

Tests of the statistical significance of the βm,n coefficient and whether it differs from one

reveal how much information there is in the slope of the term structure about future changes

in inflation. More specifically, as described in Mishkin (1990a), a statistical rejection of

βm,n = 0 provides evidence that (i) the term structure contains significant information about

future path of inflation, and (ii) the slopes of the term structure of real and nominal interest

rates do not move one-to-one with each other. On the other hand, a statistical rejection of

provides evidence that (i) the slope of the term structure is not constant over time, and (ii) the

term structure of nominal interest rates provides information about the term structure of real

interest rates.

Previous research results (e.g. Mishkin, 1989, 1990a and b, 1991; Estrella and Hardouve-

lis, 1991; Valkanov, 1999) seem to indicate that the short-term nominal interest rates contain

information about the real interest rates as opposite to long-term nominal interest rates which

5 This can be seen by recognising that rational expectations implies that the forecast errors of inflation, vt
m and

vt
n, are orthogonal to the right-hand regressors because under rational expectations Etvt

m = Etvt
n = 0, i.e. the

forecast errors of inflation must be unforecastable conditional on all available information at time t. Constancy
of the slope of the real term structure then makes OLS estimates consistent because the real interest rate part in
error term η t

m,n disappears, leaving only vt
m – vt

n in the error term of the forecasting equation which is ortho-
gonal to the right-hand-side regressors under rational expectations (see also Mishkin, 1989).
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clearly explain changes in expected inflation6. These empirical findings support the use of the

entire yield curve in analysing the information content of the term structure of interest rates.

Moreover, one can draw implications from the theoretical expectation hypothesis (EH) of in-

terest rates in favour of the use of the longer end of yield curve. The EH states that long-term

interest rates reflect current and future changes in short-term interest rates. If the changes in

short-term interest rates can be used to explain and forecast future economic variables, the

same should apply for the longer end of the yield curve. In addition, if longer-term interest

rates contain information about future short-term interest rates, they may also reflect the future

economic conditions and this can be captured in the ETP analysis. The Finnish data used in

this study slightly restricts the use of interest rate data. Because trading at the longer end of the

yield curve in Finnish financial markets is rather thin we end up using only interest rates with

maturities under 12 months.

Following the original Mishkin’s inflation-change equation, we match up the maturities

of the two interest rates in the term spread variable with the corresponding ex post inflation

rates. More specifically, using forecasting horizons of 3, 6 and 12 months, we consider term

spreads between 3-month and 1-month interest rates, between 6-month and 1-month interest

rates and between 12-month and 1-month interest rates. In order to find out the information

content of the term structure of interest rates, we combine the ETP analysis and Mishkin’s (1989,

1990a and b, 1991) inflation-change model resulting in an empirical forecasting regression

equation

yt+k = bRt + c (im
t–1 – i n

t–1) + εt+k , (16)

which will be tested in this paper. The left hand side of the equation (16) represents the infla-

tion rate from different forecasting periods.

3.3. Term spread and real macroeconomic variables

Why might the term spread of interest rates by itself be useful in predicting future macroeco-

nomic variables like changes in output or consumption? There are several possible explana-

tions for the relationship (for a recent review, see Estrella, Rodrigues and Schich, 2000). Con-

trary to the case of inflation, where only two simple relationships is needed to establish a con-

nection between term spreads and future changes in inflation, the prediction of real activity

usually involves relationships between interest rates, and macroeconomic variables like out-

6 Frankel and Lown (1994) show that the spread between a five-year and short-term interest rates provides a
better measure of the overall steepness of the yield curve, and so does better job of predicting the path of inflati-
on.
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put and inflation. Moreover, some of the explanations are less formal than the ones provided

in the case of inflation.

Probably one of the most used and familiar explanations for the connection between term

spread of interest rates and future values of real macroeconomic variables is the view based

on countercyclical monetary policy. Suppose that government reacts to weak economic activ-

ity. First, the central bank increases the money supply and this results in a decline in short-

term interest rates (both nominal and real interest rates). Long-term interest rates, however,

tend to move less than the short-term interest rates for two reasons: (1) the monetary easing

will raise long-term inflation expectations and (2) the central bank may be expected to move

to contractionary policy in the future to gain a more neutral stance and to respond to future

increases in inflation. Thus, the result is a steepening of the yield curve and, since real interest

rates will remain low for a while, an increase in economic activity. The adoption of contrac-

tionary monetary policy has symmetrical effects. Market participants expect that tight mone-

tary policy will temporarily raise short-term interest rates. If the current short-term interest rate

is higher than the expected future short-term rate, according to the expectations hypothesis

the long-term interest rate should rise less than the short-term rate. As a result, the yield curve

is flattened and eventually the spending in economy reduces causing the economy to slow

down. Thus, the positive relationship between interest rate spreads and future economic growth

results from the expectations hypothesis and the temporary influence of monetary policy.

Another example of a theoretical reasoning for the relationship comes from financial the-

ory. A consumption CAPM (capital asset prising model) implies that there is a positive func-

tional relationship between the slope of the real yield curve and future real consumption growth.

The relationship follows directly from the consumer’s willingness to smooth consumption

through time in order to obtain more utility, with a standard first-order condition of the form

u’ (Ct) = βEt {u ’(Ct–1)(1 + ρt+1)},

where C is the level of consumption, u is the utility function, β is a subjective time-discount

factor, ρ is the real one-period interest rate and E is the expectations operator.

Almost all the reasons have one similarity and that is the expectation of a positive rela-

tionship between the term structure of interest rates and real activity. This positive connection

has been empirically verified in many studies. For example, Estrella and Hardouvelis (1991)

document that the term spread between the 10-year Treasury bond rate and the 3-month Treas-

ury bill rate is a useful predictor of future growth in output, consumption and investment, and

the probability of a recession. Estrella and Mishkin (1997) confirm that these basic results con-

tinue to hold in a number of European countries as well as the United States. Davis and Fagan

(1997) study the usefulness of several financial spreads as indicators of future output (and in-
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flation) in EU countries and find that the yield spread performs best. However, they find rela-

tively poor out-of-sample performance suggesting caution when using financial spreads for fore-

casting. On the contrary, Berardi (2001) shows that the yield curve forecasts future inflation

and output growth relatively accurately. Hamilton and Kim (2000) and Estrella, Rodrigues and

Schich (2000) also confirm that the term structure can explain and predict future values of

macroeconomic variables.

The empirical ETP regression tested in this paper that connects the term structure of inter-

est rates to stock market returns and to changes in future values of real macroeconomic varia-

bles, is of the form of equation (16), where yt+k can be interpreted as the growth rate of a real

economic variable like output, private consumption and industrial production.

4. DATA AND RESULTS FROM THE PRELIMINARY ANALYSIS

4.1. Data

The economic tracking portfolios analysis of this study is conducted on Finnish data. The data

set consists of monthly observations and the largest sample period after data transformations

runs from February 1991 to June 1999 (total of 101 observations)7. Notice that while this time

period is interesting, it is also exceptional in the Finnish economy. During this period, there

have been several major changes in economic and financial environment. For example, the

foreign exchange regulations were gradually abolished by June 1991 and the Bank of Finland

introduced new monetary policy guidelines in the form of inflation targeting in February 1993.

These structural changes and also the decision to float Finnish markka in September 1992 may

affect the analysis.

The set of target variables includes four macroeconomic variables suggested by financial

theory and previous empirical work8. The variables are: industrial production growth (annual-

ised k-month log changes in the industrial production index, IP), private consumption growth

(annualised k-month log changes in private consumption expenditures, PCE), inflation (annu-

alised k-month log changes in consumer price index, CPI) and output growth (annualised k-

month log changes in gross domestic product, GDP9). Inflation and GDP are probably the most

7 Due to the small sample size we use the Newey-West (1987) procedure that takes into account the possibility
that the covariance matrix calculated is not positive definite in all the ETP regressions. Furthermore, Lamont
(2001) and Junttila (2003) note that the qualitative findings are not affected by the variation of the truncation lag
between 12 and 24, so we choose the lag length of 12 in this study.
8 See e.g. Chen, Roll and Ross (1986), Campbell and Ammer (1993), Pesaran and Timmermann (1995), Ferson
and Korajczyk (1995), Campbell (1996), Jagannathan and Wang (1996), Campbell and Cochrane (1999), Ferson
and Harvey (1999) and Stock and Watson (2001).
9 Time series of private consumption and gross domestic product were originally quarterly data and they were
re-scaled to monthly observations. We used a distribution procedure to expand the quarterly data to monthly
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frequently analysed variables while IP and PCE are slightly less considered previously. Espe-

cially the role of asset markets having effects on private consumption has been a hot topic in

recent research, and practitioners and politicians have great interests towards the connection

between PCE and stock market. This study is conducted on three different forecasting hori-

zons, namely k = 3, 6 and 12 months.

Boudoukh, Richardson and Whitelaw (1994) point out that to the extent that expected

inflation is correlated with aggregate economy, the correlation between inflation and expecta-

tions of dividend growth should vary across cyclical and noncyclical industries. Furthermore,

the magnitude of this effect should depend upon the variability of expected growth rates of

future cash flows, which will also depend on the characteristics of the industry. This gives

enough reason to use industry stock portfolios as base assets. The starting industry portfolios

consist of 16 stock portfolios sorted by industry. The market portfolio is also included in the

analysis as an aggregate benchmark portfolio. All the stock returns are from Helsinki Stock

Exchange (HEX). The starting industry portfolios are formed on the basis of their industry clas-

sification given by the HEX and are as follows: (1) banking and finance BAF, (2) insurance IAI,

(3) investment INO, (4) transport TRA, (5) trade MER, (6) other services OTS, (7) metal and

engineering MET, (8) forest industry WOO, (9) multi-business MUL, (10) energy ENE, (11) food

industry DAI, (12) construction BUI, (13) telecommunications and electronics ITE, (14) chemi-

cals CHE, (15) media and publishing MED and (16) other industries OTI. Stock returns10 are

measured as annualised changes in the log of the portfolio return index and they are zero-cost

portfolios with returns calculated in excess of the risk-free interest rate, which is in this study

the one-month Helibor-rate. Thus, the portfolio weights need not be restricted.

In line with the three forecasting horizons of the ETP model (three, six and 12 months),

we choose three term spreads of interest rates as control variables. Spread3 is the term spread

between 3-month interest rate and 1-month interest rate. Respectively, spread6 is the spread

between 6-month interest rate and 1-month interest rate, and finally spread12 is the spread

data. In order to do this, we needed to specify the distribution procedure according to the unit root properties of
the two time series. Using the tests developed by Dickey and Fuller (1979), Kwiatkowski, Phillips, Schmidt and
Shin (1992) and Perron (1997), we defined the stationary properties of the time series and based on these results
chose the distribution procedure.
10 In many previous studies (see e.g. a recent paper by Christoffersen, Ghysels and Swanson, 2000) researchers
have used real asset returns and basically this is what Campbell’s (1991) framework also indicates. Junttila (2003)
has noted that because of the explicit interest for information about future inflation it is not beneficial to deflate
the nominal returns. Even if one uses one price index for deflating procedure and another for calculating inflati-
on, due to their strong correlation some spurious relationships may be introduced to the ETP analysis. In additi-
on, Valckx (2001) and Cuthbertson, Hayes and Nitzsche (1999a and b) have shown that when examining excess
asset returns it might be advantageous to presume that already from the beginning the decomposition of excess
asset returns involves the inflation and nominal (excess) return innovation components separately.
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between 12-month and 1-month interest rate. The interest rates in question are 1-month, 3-

month, 6-month and 12-month Helibor rates11.

4.2. Results from the preliminary analysis

Originally, Fisher (1930) meant the relationship between interest rates and expected inflation

to be a long-run fundamental relation. Johansen (1988, 1991, 1995) has recently developed a

cointegration methodology that is based on maximum likelihood estimation and this can be

used to examine the existence of this long-run hypothesis. In this multivariate regression frame-

work we can test the Fisher hypothesis in Mishkin’s (1989, 1990a and b, 1991) inflation-change

equation form and perhaps obtain preliminary indication of the power of yield curve as the

basis for control variables in the ETP analysis.

Johansen’s (1988, 1991, 1995) cointegration methodology12 starts by considering a vec-

tor auto regressive VAR model, expressing the data generating process of a vector of N varia-

bles, X, as an unrestricted vector auto regression in the levels of the variables, i.e.

X t = A1Xt–1 + … + ApXt–p + µ + ΦDt + εt , t = 1, … , T, (17)

where each Ai represents an (N × N) parameter matrix. In the case of the Fisher hypothesis this

parameter matrix reduces to (2 × 2) matrix, since X t includes two variables, expected inflation

and interest rate. Further, εt are independent p-dimensional Gaussian variables with mean zero

and variance matrix Λ, µ describes a vector of constants and Dt is a vector of non-stochastic

variables, such as seasonal or intervention dummies or variables that are weakly exogenous

which can be excluded from the long-run relations in the cointegration space.

Equation (17) is expressed in first differenced form. Unless the difference operator is also

applied to the error process and explicitly taken account of, differencing implies loss of infor-

mation in the data. We can rewrite the model (17), and at the same time separate the short-

and log-run effects in this system of equations, in an error correction form as

∆Xt = Γ1∆Xt–1 + Γ2∆Xt–2 + … + Γp–1 ∆Xt–p+1 + Π Xt–1 + µ + ΦDt + εt , (18)

where Γ i = –(I – A1 – … – Ai ), i = 1, … , p. Π defines the long-run levels solution to (17) and

the long-run adjustment matrix in (18). More specifically, if the rank of the matrix Π, r, is 0 < r

< p it implies that there are p × r  matrices α and β such that Π = α β ’. The columns of β

11 Naturally, the Helibor-rates do not exist after the end of 1998, because from the beginning of 1999 the Euri-
bor-rates replaced national interest rates.
12 See also the work by Johansen and Juselius (1990).



137

F O R E C A S T I N G T H E  E C O N O M I C  S T A T E W I T H  F I N A N C I A L  M A R K E T  I N F O R M A T I O N A N D …

compose the cointegration vectors that have the property that β ’X t is stationary even though

Xt itself is non-stationary. Connecting this to the Fisher hypothesis and Mishkin’s inflation-

change equation, changes in inflation expectations and term spreads of interest rates should

not be integrated of different degree in order for the ex ante real interest rate to be even sta-

tionary in the long run (i.e. real interest rate should be generated by a stationary process).

Johansen’s (1988, 1991, 1995) procedure is based on the maximum likelihood approach

for estimating all the different cointegrating vectors among a set of variables. With this method

one can test for the statistical significance of the cointegrating vectors and also construct like-

lihood ratio tests for testing structural linear restrictions on the cointegrating vectors. To put it

shortly, starting with equation (17) the first step is to pick an autoregressive order p for the

model. Next we run a regression of ∆X t on ∆Xt–1, …, ∆Xt–p+1  and saving the matrix for residu-

als, res1t. For each t, res1t has N elements. The third stage is the regression of Xt–1 on ∆X t–1,

∆Xt–2, …, ∆X t–p+1 and saving of the residuals, res2t (again for each t, res2t has N elements).

The forth step is to calculate the squares of the canonical correlations13 between res1t  and

res2t , calling them ρ1
2 > ρ2

2 > … > ρ2
N .

Now, if the number of time periods (observations) available in the data is T, the trace test

statistic (Trace) for finding out the number of cointegrating vectors r is computed as

Trace = –T ∑  ln(1 – ρ1
2
). (19)

The null hypothesis is H0 = r ≤ k , where r is the number of cointegration vectors. Another

test for the cointegration is the maximal eigenvalue test, where the test statistic λmax is calcu-

lated as

λmax = –T ln(1 – ρ2
k+1). (20)

In other words, the main hypothesis we shall consider is the hypothesis of r cointegrating vec-

tors

H2 : Π = αβ ’. (21)

The interpretation of all the long-run parameters is that β ’X t describes the stationary rela-

tions among nonstationary variables, whereas α measures the short-run deviations from the

long-run equilibrium relations, being also called the loadings of the long-run relationship in

the error correction model (18). Thus, if the inflation-change equation applies, we will find

one cointegrating vector among changes in inflation expectations and term spread of interest

rates.

13 To put it shortly, canonical correlations between res1t and res2t mean that we seek those linear combinations
of Xt–1 that are maximally correlated with linear combinations of ∆Xt after conditioning on the lagged variables
∆Xt–1, ∆Xt–2, …, ∆Xt–p+1 (see e.g. Maddala and Kim, 1999, p. 167).

N

i=k+1
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All the preliminary conclusions are based on the test values of trace test and maximal

eigenvalue test14 as well as on the graphs of the possible cointegrating vectors, on the analysis

of eigenvectors and on the β’s of the unrestricted VAR model15. The cointergation results clearly

show that we are able to find three cointegrating vectors among three term spreads and 3-

month, 6-month and 12-month inflation. In another words, the results support the inflation-

change equation that term spreads of interest rates explain changes in inflation. The same

amount of cointegrating vectors can be found in the analysis of three spreads and 3-month, 6-

month and 12-month changes in industrial production. The test statistics support the same con-

clusion for the changes in output and private consumption as well, though the graphs and

eigenvalue analysis gave somewhat weaker conclusions.

All this supports the intuitive framework in this study that term spreads of interest rates

contain information about the corresponding changes in target macroeconomic variables, i.e.

the term spread between 3-month and 1-month interest rates moves together with 3-month

change in target variable, term spread between 6-month and 1-month interest rates moves to-

gether with 6-month change in target variable and term spread between 12-month and 1-month

interest rates cointegrate with 12-month changes in target variable. Thus, the preliminary re-

sults from cointegration analysis encourage us to continue with our approach.

We also looked at the correlation coefficients between term spread variables and chang-

es in target macroeconomic variables and industry portfolio returns in order to obtain some

hints about the relationships between these variables. The correlations between industry port-

folios and macroeconomic variables are highly dependent on the target variable and also on

the forecasting horizon: the highest coefficients, above 0,5, appear in the cases of PCE and

GDP and usually these occur with the longest horizon, 12 months. It seems indeed that the

stock market is looking forward towards the future economic conditions, even up to a year. As

expected (and in relation to previous research results), the correlation coefficients of industry

returns and term spread variables with respect to inflation (CPI) are all negative.

One of the basic assumptions in ETP analysis is the linear relationship between base as-

sets and control variables. The correlation coefficients between industry returns and term

spreads seem rather low when compared to the coefficients between spreads and target varia-

bles. Nearly all the coefficients are close to 0,2–0,25. This may be viewed as the first indica-

tion of the weakness of term spreads as control variables in ETP analysis.

14 It has been discovered that Johansen’s likelihood ratio tests easily lead to too high a cointegration rank in
finite samples, and therefore the critical values were computed using the response surface estimates in Cheung
and Lai (1993).
15 The detailed preliminary results and all the other results not reported in this version of the paper are availab-
le from the author upon request.
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5. EMPIRICAL RESULTS

5.1. In-sample results

The results from the whole sample regressions, reported in Tables 1, 2 and 3, show that the

forecasting performance of individual industry portfolios is somewhat dependent on the target

macroeconomic variable and much more dependent on the forecasting horizon. Almost every

portfolio is included at least once in the analysis, but it is hard to find certain industries or

groups of industry portfolios whose returns would clearly explain at least one of the target

macroeconomic variables. The significance of the portfolio returns also varies with forecasting

horizon. The explanatory power, measured as the adjusted R2, seems to grow with longer ho-

rizons. Overall, the whole picture from the in-sample ETP analysis at this stage is somewhat

mixed.

The whole sample analysis started from a model that included all industry portfolios, the

market portfolio and one term spread variable which was chosen on the basis of the forecast-

ing horizon16. The statistically significant parameter values from this regression are reported in

Table 1. In line with a priori expectations, the results show that only some of the numerous

explanatory variables obtain statistically significant parameter values. The market portfolio is

found significant in less than half of the cases indicating that industry portfolio returns have

more accurate information about future economic activity. With IP, there seems to be some

groups of industry portfolios that are consistently significant through different forecasting hori-

zons, e.g. energy and buildings industries; this is not so apparent with other target macroeco-

nomic variables. Interestingly, the signs of the portfolio weights in the case of inflation are not

all negative. It seems to be dependent on the industry whether the effect is positive or nega-

tive. The role of the control variables is strong, because they are highly significant in ten out of

12 cases.

Next step in the in-sample analysis was to drop out all insignificant variables from the

regression. Thus, the parameter values reported in Table 2 refer to industry portfolios that were

included in the analysis and all the other industry portfolios were excluded17. In the cases of

CPI and IP, there are certain industry portfolios (e.g. transportations and merchandise indus-

tries, information technology and buildings industries) that are more important to the ETP anal-

ysis, regardless of the forecasting horizon. Clearly they play a key role when forecasting the

16 Throughout the analysis we used only one term spread variable in each of the regressions. With forecasting
horizon of three months, we chose the term spread between 3-month and 1-month interest rates as control va-
riable; when k = 6 we used term spread between 6-month and 1-month interest rates; respectively, when k = 12
the control variable was the spread between 12-month and 1-month interest rate.
17 In other words, own specific model was constructed for each of the target variables and each of the forecas-
ting horizons and only statistically significant industry portfolios were included in the ETP analysis.
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TABLE 1. The whole sample (starting from 1991:2) OLS-parameter estimates from an ETP model
that uses all the available industry portfolios and control variables. Standard errors have been
computed using the Newey-West procedure (Newey and West, 1987) with 12 lags in all cases. Only
the parameter estimates significant at lower than or equal to 10 % risk level have been reported.*

* The target variables are changes in future values of macroeconomic variables: GDP, k = 3 thus
implies to the future 3-month change in GDP value; GDP, k = 6 implies to the future 6-month
change in GDP value; GDP, k = 12 implies to the future 12-month changes in GDP value; the other
variables interpreted respectively. Industry stock portfolios are current values of excess stock
returns and control variables are one period lagged values. The grey area in the table indicates
that the variable is not included in the analysis: e.g. only the spread between 3-month and 1-month
interest rates (SPREAD3) is a control variable in regressions where forecasting horizon is 3 months.

future behaviour of inflation and industrial production. As with the cases of PCE and GDP, the

results are more mixed and seem to be dependent on the horizon.

The relationship between industry portfolio returns and changes in future values of PCE

and GDP seems to be positive, whereas the relationship is in most parts negative in the cases

of CPI and IP (some portfolio weights are negative and some are positive). The negative con-

nection between stock market and inflation is quite expected, but the negative relation of stock

returns with respect to industrial production is a little surprising. Thus, it seems that the rela-

tionship is not only dependent of the nominal vs. real aspect of the target variable, but also on

something else. Control variables are still significant even though in few cases the shortest

term spread seems to lack explanatory power. Also, the overall explanatory power of the mod-

.
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TABLE 2. The whole sample (starting from 1991:2) OLS-parameter estimates from an ETP model
that uses statistically significant industry portfolios and control variables. Standard errors have been
computed using the Newey-West procedure (Newey and West, 1987) with 12 lags in all cases. Only
the parameter estimates significant at lower than or equal to 10 % risk level have been reported.*

* The target variables are changes in future values of macroeconomic variables: GDP, k = 3 thus
implies to the future 3-month change in GDP value; GDP, k = 6 implies to the future 6-month
change in GDP value; GDP, k = 12 implies to the future 12-month changes in GDP value; the other
variables interpreted respectively. Industry stock portfolios are current values of excess stock
returns and control variables are one period lagged values. The grey area in the table indicates
that the variable is not included in the analysis: e.g. only the spread between 3-month and 1-month
interest rates (SPREAD3) is a control variable in regressions where forecasting horizon is 3 months.

18 Junttila and Kinnunen (2002) used seven industry portfolios that proved to be effective in the ETP analysis
when conducted on Finnish data. The industries used were (1) metal and engineering MET, (2) wood WOO, (3)
information technology and electronics ITE, (4) multibusinesses MUL, (5) other services OTS, (6) banking and
finance BAF and (7) insurance and investment IAI.

el with fewer variables is better, but not as much as one would expect: the adjusted R2 have

improved but only slightly.

It seems that reducing the number of explanatory variables improves the goodness of the

ETP model and next we run the regression including only the seven industry portfolios that

Junttila and Kinnunen (2002) used18 in their ETP analysis (from now on referred as JK industry

portfolios). The parameter values and adjusted R2 are reported in Table 3. Once again there is

.
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TABLE 3. The whole sample (starting from 1991:2) OLS parameter estimates from an ETP model that
uses industry portfolios from Junttila and Kinnunen (2002) and all control variables. Standard errors
have been computed using the Newey-West procedure (Newey and West, 1987) with 12 lags in all
cases. Only the parameter estimates significant at lower than or equal to 10 % risk level have been
reported.

* The target variables are changes in future values of macroeconomic variables: GDP, k = 3 thus
implies to the future 3-month change in GDP value; GDP, k = 6 implies to the future 6-month
change in GDP value; GDP, k = 12 implies to the future 12-month changes in GDP value; the other
variables interpreted respectively. Industry stock portfolios are current values of excess stock
returns and control variables are one period lagged values. The grey area in the table indicates
that the variable is not included in the analysis: e.g. only the spread between 3-month and 1-month
interest rates (SPREAD3) is a control variable in regressions where forecasting horizon is 3 months.

a rather small role for the market portfolio in the analysis, whereas the control variables are

highly significant. As the other ETP models in this study demonstrate, the goodness of the ETP

model seems to improve with longer forecasting horizons which is clearly an indication of the

prediction characteristics of the excess stock returns. But as the adjusted R2 and the large

number of insignificant portfolio weights indicate, the choice of industry portfolios is not opti-

mal in this third ETP model, because the model where all the included portfolios are statisti-

cally significant is better in terms of goodness.

5.2. Out-of-sample results

Since in terms of usefulness for forecasting and policy purposes a model with good in-sample

properties does not give much ground for practitioners and politicians to work on, next we test

the out-of-sample forecast performance of the ETP model using a 5-year moving window re-

gression. The choice of a 5-year moving window was based on the fact that it is commonly

known that many financial practitioners use the previous 60 months data in their forecasting
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and performance analyses. Lamont (2001) notes that this may not be long enough to account

for the business cycle effects but due to the short time period we used the 5-year window in

this study. The data may also be problematic in this kind of analysis due to the heavy volatility

of the returns on base assets and of the yields of the interest rates. The time period considered

includes both a severe recession and a beginning of a technology boom, all within a ten year

(rather short) period. Figure A1 in the Appendix shows the forecasts of the two models with

fewer variables included (the figures of the model including all industry portfolios and term

spreads are not reported).

In order to put the results obtained from out-of-sample ETP analysis into perspective we

compare them to results obtained from two benchmark models. One of the most commonly

used model in the research for macroeconomic conditions is a vector autoregressive (VAR)

model. Another almost equally popular is a model that uses interest rates in the form of term

structure as explanatory variables. The VAR model constructed here is of the form

yt+k = α + βyt + χyt–i + υt , (22)

where yt are the macroeconomic target variables specified in this study, yt–i are the lagged

values of target variables, i = 1,…, 3 and υt  are the error terms. The VAR model accounts for

all the analysed macroeconomic variables. Hence, it does not consider the use of financial

information (in the form of stock returns) in the forecasting regression. The term structure model

for macroeconomy uses term structure of interest rates on the right hand side of a regression

equation, in other words,

yt+k = ρ + σ (itm – itn) + ςt+k , (23)

where yt+k are the changes in future macroeconomic variables specified in this study, itm – itn is

the term spread between two interest rates that differ in their maturities and ςt+k  are the error

terms.

Table 4 reports the root mean squared errors (RMSEs) from the three above discussed ETP

models with and without control variables relative to two benchmark models. The RMSEs of

the benchmark models are also calculated using a 5-year moving window. The ETP forecasts

are evaluated by dividing the RMSEs of ETP model by the RMSEs of the benchmark model. If

the resulting value is smaller than unity the ETP model provides better forecasts of the future

economic conditions and if it is greater than unity the benchmark model works better in pre-

dicting the future macroeconomic values (see e.g. Davis and Fagan, 1997). Another measure

of the forecasting performance of the ETP models and the benchmark models used in this study

is the mean absolute error (MAE). The statistics of the MAEs of ETP models divided by the

benchmark models, MAEETP / MAEBENCHMARK are reported in Table 5. Once again, if the re-
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(2) Model with all industry portfolios, control variables excluded*

(6) Model with significant industry portfolios, control variables excluded*

TABLE 4. Relative root mean squared error statistics (RMSE = root mean
squared errors) from the 5-year rolling regression of three ETP models with
and without control variables using two benchmark models, VAR and a term
structure model.**

(1) Model with all industry portfolios and control variables*

(3) Model with industry portfolios from Junttila and Kinnunen (2002) and
control variables

(4) Model with industry portfolios from Junttila and Kinnunen (2002),
control variables excluded

(5) Model with significant industry portfolios and significant control variables*

* Due to the great volatility in the time series of interest rates and stock
returns (possible structural breaks in the time series) which caused the
forecasts of macroeconomic variables to explode, the ETP analysis was
conducted using sample period starting from 1992:10.
** The relative forecast error statistics are calculated by dividing the
RMSEs from ETP models with the RMSEs from benchmark models.
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TABLE 5. Relative mean absolute forecast errors (MAE = mean absolute error)
from the 5-year rolling regression of three ETP models with and without
control variables with respect to two benchmark models, VAR and a term
structure model.**

(1) Model with all industry portfolios and control variables*

(2) Model with all industry portfolios, control variables excluded*

(3) Model with industry portfolios from Junttila and Kinnunen (2002) and
control variables

(4) Model with industry portfolios from Junttila and Kinnunen (2002),
control variables excluded

(5) Model with significant industry portfolios and significant control variables*

(6) Model with significant industry portfolios, control variables excluded*

* Due to the great volatility in the time series of interest rates and stock
returns (possible structural breaks in the time series) which caused the
forecasts of macroeconomic variables to explode, the ETP analysis was
conducted using sample period starting from 1992:10.
** The relative forecast error measures in this table were calculated by
dividing the mean absolute errors from each ETP model by the mean absolute
errors from benchmark model.
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sulting value is smaller than unity, the results support the use of ETPs in forecasting future

economic activity.

The results from the ETP model that uses all available industry portfolios and a market

portfolio as base assets (model (1) and (2) in Tables 4 and 5) show that increasing the number

of variables clearly causes inaccuracy in out-of-sample forecasts. Both benchmark models per-

form better than the ETP model with all industry portfolios. This is a clear indication of the

different information content of different industry portfolios concerning future macroeconomic

variables. In this model, the exclusion of the control variables has quite remarkable effect since

the RMSE test statistics jump up in most cases: when they should be below one in order for the

ETP model to work better, they are clearly above unity some being even over three. This is not

so noticeable in MAEs, but for example forecasts of future values of PCE are more accurate

with control variables than without. What is also worth notice is that the term spread variables

seem to become more important (in the sense that they improve the accuracy of the forecasts)

with shorter horizons.

The ETP models using JK portfolios and significant industry portfolios (models (3), (4), (5)

and (6) in Tables 4 and 5) obtain much more precise forecasts of the changes in macroeco-

nomic variables than the ETP model with all industry portfolios. The relative RMSEs and the

MAEs are much smaller and in a large number of cases even below unity, which supports the

performance of the ETP models. Both JK portfolio ETP and significant portfolio ETP outper-

forms the benchmark VAR in the case of PCE, and they forecast almost as accurately as the

benchmark term spread model. Changes in inflation are also modelled better by ETP frame-

work. Changes in industrial production seem to be hardest to model with ETP, both bench-

mark models do a better job. Since it looks like that the term spread benchmark model outper-

forms the VAR benchmark model and the omission of control variables from ETP model has

some effect in the case of IP, it seems that interest rates and term spreads have an important

role in forecasting changes in future values of industrial production. Changes in future values

of GDP are also modelled better by the simple term spread benchmark indicating the impor-

tance of interest rates with respect to output as well.

Nevertheless, the ETP model works rather nicely, especially when all the included stock

portfolios are statistically significant. Since the ETP model with JK portfolios is not far behind

in performance from the other ”small” ETP model we may conclude that smaller models defi-

nitely perform outstandingly in out-of-sample when compared to large and complex models.

This statement is also supported by the fact that all ETP models have larger number of varia-

bles compared to benchmark models, especially to the term spread model, and this may be

one factor that weakens the out-of-sample performance of the ETP models. However, they still

seem to outperform the benchmark models in many cases. The term spreads seem to have
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only marginal effect in the analysis with smaller models: in most cases the forecast errors grow

when we exclude the control variables from the model but the influence seems to be relatively

small.

6. CONCLUSIONS

This study uses the economic tracking portfolio (ETP) approach for predicting future economic

state, thus assessing the information content of stock portfolios about changes in future macr-

oeconomic variables. Important part of the ETP framework is the choice of control variables in

the regression analysis since control variables are likely to improve the accuracy of the portfo-

lios containing information about specific target variables. In attempt to contribute to earlier

research, we use the term structure of interest rates as control variable from the basis of

Mishkin’s (1989, 1990a and b, 1991) modification of the Fisherian relationship between inter-

est rates and inflation, namely the inflation-change equation, and assessing the relationship

between real macroeconomic variables and term spreads in the ETP framework, we test the

forecasting power of different term spread variables.

The results in overall show the importance of using more specific industry portfolios in-

stead of the market portfolio. Some industry portfolios are highly significant in the forecasting

regressions, some on the other hand are dropped out totally; different stock portfolios contain

information about different target macroeconomic variables. Regardless of the target variable

or the forecasting horizon, some industry portfolios obtain negative and some positive param-

eter estimates, a fact that cannot be captured by using only the aggregate market portfolio.

In-sample results show the importance of term spreads as control variables. There seems

to be strong role for term spreads in addition to stock returns in explaining and forecasting

future macroeconomic variables. In ten out of twelve cases the term spread was statistically

significant. Moreover, the number of industry portfolios needs to be restricted in some way

since smaller models with fewer base assets have more explanatory power. In out-of-sample

analysis the role of control variables slightly weakens. They seem to have a positive effect

when forecasting horizons are shorter, but with longer horizons the importance is only mar-

ginal. This may also be due to the fact that numerous variables cause inaccuracy in parameter

estimates and the number of base assets can be quite high when using industry portfolios.

Indeed, the use of term spreads in forecasting future economic activity seems to have

noticeable role since the benchmark model that includes only the term spread variable out-

performs the ETP model in few cases. But not only is the ETP model more accurate with most

macroeconomic variables and forecasting horizons, it is more widely applicaple. The term

spread benchmark model works only for predicting changes in industrial production when the
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ETP model can help predict changes in future values of output, private consumption and infla-

tion (and in the case of industrial production the ETP model is quite close to the benchmark

term spread model).

The results in this study have been obtained using small open economy data. Whether

these results apply to international setting is another question that needs to be examined since

no country in a modern world economy is independent of the influences of other countries.

Among others, Canova and De Niccolo (1995) conclude that the relationship between stock

returns and domestic output growth becomes stronger when foreign influences are considered.

Thus, the next step in this research is to expand the data to international markets which opens

up the use of other structurally defined relationships as control variables. The information con-

tent of relations like purchasing power parity and interest rate parity is an interesting empirical

question that will be examined in the future work. Furthermore, the ETP framework analyses

changes, unexpected returns and innovations and the use of structurally defined relationships

may produce new ’news’ variables to be considered in the forecasting equation. �
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